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Figure 2: Cosine similarities between consonant (left) and vowel (right)
vectors generated with our model.

Figure 3: Two-dimensional reduction of feature vectors using PCA
(left) and t-SNE (right).

String Representation
[p]

Canonical IPA name
'voiceless bilabial stop consonant'

Feature Representation
[+cons, -son, -cont, +lab, ...]

Figure 4: Concordance line for
Spanish transcriptions featuring
[ɱ] or [m].

Table 1: Number of language
varieties in Lexibank 1.0 with at
most n confused sounds.
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Introduction
tl;dr
We propose a new approach to dynamically generate
phonological feature vectors for all sounds that are represented
in a valid IPA notation.

Rationale
Representing sounds as phonological feature vectors can
enhance a wide range of tasks in CL and NLP
Current approaches define feature representations over fixed
sets of sounds
With constantly increasing amounts of cross-linguistic data,
unseen sounds are encountered more frequently (Moran, 2012)

👉  Need for a more flexible and robust system that can analyze
unseen sounds!

Materials and Methods
Materials

We use the Cross-Linguistic Transcription System (CLTS;
Anderson et al., 2018) to robustly analyze and parse sounds
Analyses on distinctiveness are performed on data aggregated
in Lexibank 1.0 (List et al., 2023)

Feature System
Inventory of 39 fairly standard binary features
25 vocalic and consonantal features from Zsiga (2013)
Extended by 14 complementary features for representing
diphthongs, clicks, and tones (from Mortensen et al., 2016 and
Rubehn, 2022)

Workflow
Parse sounds using CLTS
Retrieve canonical IPA description of sounds
Map descriptive features onto binary features

            e.g. ‘fricative’: [-son, +cont]
Hierarchical mapping ensures correct handling of complex
sounds
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Results
Evaluation

Figures show that similarity patterns between vectors align
with established phonological classifications
Feature representations are highly disctinctive on Lexibank
Distinctions that are lost can be mostly explained by
allophonic variation

Code and Data

Figure 1: Workflow of vector creation.
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